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ABSTRACT

Cohen's kappa and weighted kappa are two standard tools for describing the degree of agreement between two observers on a categorical scale. For agreement tables with three or more categories, popular weights for weighted kappa are the so-called linear and quadratic weights. It has been frequently observed in the literature that, when Cohen's kappa and the two weighted kappas are applied to the same agreement table, the value of the quadratically weighted kappa is higher than the value of the linearly weighted kappa, which in turn is higher than the value of Cohen's kappa. This paper considers a sufficient condition for this double inequality.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

In various fields of science, including behavioral sciences and the biomedical field, it is frequently required that a group of objects is classified on a categorical scale by two raters. Examples are psychiatric diagnosis of patients [26], ratings of lesions on scans [16] or the classification of production faults [10]. The agreement of the ratings can be taken as an indicator of the quality of the category definitions and the raters' ability to apply them. Popular descriptive statistics for summarizing the agreement between two raters are Cohen's unweighted kappa, denoted by $\kappa$ [7,19,22,27,30–35], and Cohen's weighted kappa, denoted by $\kappa_w$ [4,8,28]. Cohen's $\kappa$ can be used with nominal categories. The weighted kappa statistic $\kappa_w$ was proposed for situations where the disagreements between the categories used by the raters are not all equally important. For example, when categories are ordered, the seriousness of a disagreement depends on the difference between the ratings. Cohen's $\kappa_w$ allows the use of weights to describe the closeness of agreement between categories.
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Table 1
Various statistics for 20 agreement tables from the literature.

<table>
<thead>
<tr>
<th>Source</th>
<th>#cat</th>
<th>Kappa coefficients</th>
<th>Statistics condition (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\kappa$ $\kappa_w(1)$ $\kappa_w(2)$</td>
<td>$a_1/b_1$ $a_2/b_2$ $a_3/b_3$ $a_4/b_4$</td>
</tr>
<tr>
<td>[7]</td>
<td>3</td>
<td>0.492 0.474 0.455 0.476 0.588 – –</td>
<td>– –</td>
</tr>
<tr>
<td>[25, p. 307]</td>
<td>3</td>
<td>0.730 0.737 0.748 0.280 0.205 – –</td>
<td>– –</td>
</tr>
<tr>
<td>[26]</td>
<td>3</td>
<td>0.676 0.722 0.755 0.500 0.200 – –</td>
<td>– –</td>
</tr>
<tr>
<td>[2]</td>
<td>3</td>
<td>0.308 0.374 0.445 0.809 0.394 – –</td>
<td>– –</td>
</tr>
<tr>
<td>[2]</td>
<td>3</td>
<td>0.689 0.735 0.788 0.390 0.081 – –</td>
<td>– –</td>
</tr>
<tr>
<td>[1, p. 368]</td>
<td>4</td>
<td>0.493 0.649 0.784 0.846 0.104 0 –</td>
<td>–</td>
</tr>
<tr>
<td>[1, p. 378]</td>
<td>4</td>
<td>0.297 0.477 0.626 1.130 0.219 0.184 –</td>
<td>–</td>
</tr>
<tr>
<td>[25, p. 288]</td>
<td>4</td>
<td>0.673 0.790 0.887 0.577 0 0 –</td>
<td>–</td>
</tr>
<tr>
<td>[25, p. 303]</td>
<td>4</td>
<td>0.545 0.575 0.604 0.503 0.171 0.551 –</td>
<td>–</td>
</tr>
<tr>
<td>[25, p. 303]</td>
<td>4</td>
<td>0.110 0.307 0.495 1.273 0.460 0.054 –</td>
<td>–</td>
</tr>
<tr>
<td>[14, p. 170]</td>
<td>4</td>
<td>0.208 0.380 0.525 1.158 0.499 0.222 –</td>
<td>–</td>
</tr>
<tr>
<td>[14, p. 170]</td>
<td>4</td>
<td>0.433 0.619 0.750 1.084 0.246 0.094 –</td>
<td>–</td>
</tr>
<tr>
<td>[21]</td>
<td>4</td>
<td>0.582 0.768 0.893 0.922 0 0 –</td>
<td>–</td>
</tr>
<tr>
<td>[25, p. 272]</td>
<td>5</td>
<td>0.913 0.944 0.968 0.162 0.019 0.007 0</td>
<td>0</td>
</tr>
<tr>
<td>[24]</td>
<td>5</td>
<td>0.796 0.908 0.965 0.594 0.034 0 0</td>
<td>0</td>
</tr>
<tr>
<td>[3]</td>
<td>5</td>
<td>0.826 0.902 0.956 0.361 0 0 0</td>
<td>0</td>
</tr>
<tr>
<td>[21]</td>
<td>5</td>
<td>0.720 0.879 0.955 1.127 0.036 0 0</td>
<td>0</td>
</tr>
<tr>
<td>[20]</td>
<td>5</td>
<td>0.758 0.846 0.923 0.398 0 0 0</td>
<td>0</td>
</tr>
</tbody>
</table>

Popular weights for $\kappa_w$ are the so-called linear weights [28,36,37] and the quadratic weights [11,23]. The linearly and quadratically weighted kappa will be denoted by respectively $\kappa_w(1)$ and $\kappa_w(2)$. It has been frequently observed in the literature that, if applied to the same agreement table, $\kappa_w(2)$ produces higher values than $\kappa_w(1)$, which in turn produces higher values than Cohen's $\kappa$. In other words, we often observe the double inequality $\kappa < \kappa_w(1) < \kappa_w(2)$. Consider for example the data entries in Table 1. Table 1 presents various statistics of 20 agreement tables of various sizes from the literature. The first column of Table 1 specifies the source of the agreement table, whereas the second column shows whether the table has size $3 \times 3$, $4 \times 4$ or $5 \times 5$. The third, fourth and fifth columns of Table 1 contain the values of $\kappa$, $\kappa_w(1)$ and $\kappa_w(2)$. For all entries except the first we have the double inequality $\kappa < \kappa_w(1) < \kappa_w(2)$. As a second example, consider the data on diagnosis of carcinoma from [17] and originally reported in [15]. Seven pathologists (pathologists A–G in [17]) classified each of 118 slides in terms of carcinoma in situ of the uterine cervix, based on the most involved lesion, using the ordered categories (1) negative, (2) atypicalsquamous hyperplasia, (3) carcinoma in situ, (4) squamous carcinoma with early stromal invasion, and (5) invasive carcinoma. Table 2 presents various statistics of the 21 pairwise agreement tables for the seven pathologists. The second, third and fourth columns of Table 2 contain the values of $\kappa$, $\kappa_w(1)$ and $\kappa_w(2)$. For all 21 tables we have the double inequality $\kappa < \kappa_w(1) < \kappa_w(2)$. The quantities in the last four columns of Tables 1 and 2 are discussed in Section 3.

The inequality $\kappa < \kappa_w(1) < \kappa_w(2)$ is observed when the agreement table is tridiagonal [38,39]. A tridiagonal table is a square matrix that has nonzero elements only on the main diagonal, the first diagonal below this and the first diagonal above the main diagonal. For example, Table 3 presents the relative frequencies of the pairwise classifications between pathologists B and E from the data in [15]. The table is tridiagonal. However, in practice many agreement tables are not tridiagonal. For example, for 5 of the 20 entries in Table 1 and for 2 of the 21 entries in Table 2 the agreement table is tridiagonal. In this paper we consider a more general sufficient condition that explains the double inequality $\kappa < \kappa_w(1) < \kappa_w(2)$ for 18 of the 20 entries of Table 1 and for 14 of the 21 entries of Table 2. A tridiagonal agreement table is a special case of this condition.

The paper is organized as follows. Cohen's $\kappa$ and $\kappa_w$ are defined in the next section. Conditional inequalities between $\kappa$ and $\kappa_w$ are presented in Section 3. Section 4 contains a conclusion.
Table 2
Various statistics for the 21 pairwise agreement tables between seven pathologists [15].

<table>
<thead>
<tr>
<th>Pathologists</th>
<th>Kappas</th>
<th>Statistics condition (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\kappa$</td>
<td>$\kappa_w(1)$</td>
</tr>
<tr>
<td>A, B</td>
<td>0.498</td>
<td>0.649</td>
</tr>
<tr>
<td>A, C</td>
<td>0.380</td>
<td>0.556</td>
</tr>
<tr>
<td>A, D</td>
<td>0.334</td>
<td>0.490</td>
</tr>
<tr>
<td>A, E</td>
<td>0.385</td>
<td>0.577</td>
</tr>
<tr>
<td>A, F</td>
<td>0.184</td>
<td>0.366</td>
</tr>
<tr>
<td>A, G</td>
<td>0.467</td>
<td>0.637</td>
</tr>
<tr>
<td>B, C</td>
<td>0.362</td>
<td>0.512</td>
</tr>
<tr>
<td>B, D</td>
<td>0.293</td>
<td>0.453</td>
</tr>
<tr>
<td>B, E</td>
<td>0.495</td>
<td>0.673</td>
</tr>
<tr>
<td>B, F</td>
<td>0.212</td>
<td>0.349</td>
</tr>
<tr>
<td>B, G</td>
<td>0.629</td>
<td>0.750</td>
</tr>
<tr>
<td>C, D</td>
<td>0.424</td>
<td>0.535</td>
</tr>
<tr>
<td>C, E</td>
<td>0.321</td>
<td>0.484</td>
</tr>
<tr>
<td>C, F</td>
<td>0.300</td>
<td>0.444</td>
</tr>
<tr>
<td>C, G</td>
<td>0.507</td>
<td>0.634</td>
</tr>
<tr>
<td>D, E</td>
<td>0.213</td>
<td>0.381</td>
</tr>
<tr>
<td>D, F</td>
<td>0.337</td>
<td>0.507</td>
</tr>
<tr>
<td>D, G</td>
<td>0.440</td>
<td>0.617</td>
</tr>
<tr>
<td>E, F</td>
<td>0.132</td>
<td>0.290</td>
</tr>
<tr>
<td>E, G</td>
<td>0.466</td>
<td>0.630</td>
</tr>
<tr>
<td>F, G</td>
<td>0.310</td>
<td>0.445</td>
</tr>
</tbody>
</table>

Table 3
Relative frequencies of pairwise classifications of carcinoma by pathologists B and E [15].

<table>
<thead>
<tr>
<th>Pathologist B</th>
<th>Pathologist E</th>
<th>Row totals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 2 3 4 5</td>
<td></td>
</tr>
<tr>
<td>1. Negative</td>
<td>0.119 0.110 0 0 0</td>
<td>0.229</td>
</tr>
<tr>
<td>2. Atypical squamous hyperplasia</td>
<td>0.017 0.059 0.025 0 0</td>
<td>0.102</td>
</tr>
<tr>
<td>3. Carcinoma in situ</td>
<td>0 0.093 0.415 0.076 0</td>
<td>0.585</td>
</tr>
<tr>
<td>4. Squamous carcinoma</td>
<td>0 0 0.008 0.042 0.008</td>
<td>0.059</td>
</tr>
<tr>
<td>5. Invasive carcinoma</td>
<td>0 0 0 0.025 0.025</td>
<td></td>
</tr>
<tr>
<td>Column totals</td>
<td>0.136 0.263 0.449 0.119 0.034</td>
<td>1</td>
</tr>
</tbody>
</table>

2. Cohen’s kappa and weighted kappas

In this section we define Cohen’s $\kappa$ and $\kappa_w$. Using a particular weight function we define a family of weighted kappas, denoted by $\kappa_w(r)$, that will be studied in Section 3. Coefficients $\kappa_w(1)$ and $\kappa_w(2)$ are special cases of this family.

Suppose that two raters each independently distribute the same $m$ objects (individuals) among a set of $n \geq 2$ categories that are defined in advance. Let the agreement table $F = \{f_{ij}\} (i, j \in \{1, \ldots, n\})$ be the cross classification of the ratings of the raters, where $f_{ij}$ indicates the number of objects placed in category $i$ by the first observer and in category $j$ by the second observer. For notational convenience, let $P = \{p_{ij}\}$ be the agreement table of relative frequencies with entries $p_{ij} = f_{ij}/m$. Table 3 is an example of an agreement table with relative frequencies. Row and column totals

$$p_i = \sum_{j=1}^{n} p_{ij} \quad \text{and} \quad q_i = \sum_{j=1}^{n} p_{ji}$$

are the marginal totals of $P$. The marginal totals $p_i$ and $q_i$ are also called the base rates and they reflect how often the categories were used by rater 1 and 2 respectively. Finally, we define the matrix $E = \{e_{ij}\}$ with entries $e_{ij} = p_i q_j$. 
Following [8] the weighted kappa is defined as
\[
\kappa_w = 1 - \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij} p_{ij}}{\sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij} p_i q_j},
\]
where the weights satisfy \( w_{ij} \in \mathbb{R}_{>0} \) and \( w_{ij} = 0 \) for \( i = j \) where \( i, j \in \{1, \ldots, n\} \). The value of \( \kappa_w \) is 1 when perfect agreement between the two raters occurs, 0 when
\[
\sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij} p_{ij} \geq \sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij} p_i q_j
\]
is an equality, and negative when (1) is a strict inequality. If we use the weights given by
\[
w_{ij} = 1_{i \neq j} = \begin{cases} 
0 & \text{for } i = j \\
1 & \text{for } i \neq j
\end{cases}
\]
for \( \kappa_w \) we obtain the unweighted kappa
\[
\kappa = 1 - \frac{1 - \sum_{i=1}^{n} p_{ii}}{1 - \sum_{i=1}^{n} p_i q_i} = \frac{\sum_{i=1}^{n} (p_{ii} - p_i q_i)}{1 - \sum_{i=1}^{n} p_i q_i}.
\]
The value of \( \kappa \) is 1 when perfect agreement between the two raters occurs, 0 when agreement is equal to that expected under independence, and negative when agreement is less than expected by chance. For the data in Table 3 we have \( \kappa = (0.661 - 0.328)/(1 - 0.328) = 0.495 \).

Let \( r \in \mathbb{R}_{\geq 1} \) and consider the weight function \( w_{ij}(r) = (|i - j|)^r \). For \( r = 1 \) we have the linear weights \( w_{ij}(1) = |i - j| \) \([5,28]\) and for \( r = 2 \) the quadratic weights \( w_{ij}(2) = (i - j)^2 \) \([11,23]\). In Section 3 we study the family of weighted kappas given by
\[
\kappa_w(r) = 1 - \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij}(r) p_{ij}}{\sum_{i=1}^{n} \sum_{j=1}^{n} w_{ij}(r) p_i q_j} = 1 - \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} (|i - j|)^r p_{ij}}{\sum_{i=1}^{n} \sum_{j=1}^{n} (|i - j|)^r p_i q_j}.
\]
The linearly weighted kappa \( \kappa_w(1) \) and quadratically weighted kappa \( \kappa_w(2) \) are special cases of \( \kappa_w(r) \). Coefficients \( \kappa \) and \( \kappa_w(r) \) coincide for all \( r \) when we have \( n = 2 \) categories.

3. Conditional inequalities

In this section we present several conditional inequalities between the kappa coefficients. We first discuss the relevant condition.

Recall the matrices \( P = \{p_{ij}\} \) and \( E = \{p_i q_i\} \) of size \( n \times n \) where \( P \) is the agreement table with relative frequencies. For \( j \in \{1, 2, \ldots, n - 1\} \) we define the quantities
\[
a_j = \sum_{i=1}^{n-j} (p_{i+i+j} + p_{i+j,i}) \quad \text{and} \quad b_j = \sum_{i=1}^{n-j} (p_{i+i+j} + p_{i+j,i}).
\]
The quantity \( a_j \) is the sum of all elements of \( P \) that are \( j \) steps removed from the main diagonal. For example, \( a_1 \) is the sum of the elements on the first diagonal above the main diagonal and the first diagonal below the main diagonal. The quantity \( a_j \) is the sum of the elements on the second diagonal above the main diagonal and the second diagonal below the main diagonal, and so on. For example, for the data in Table 3 we have
\[ a_1 = 0.110 + 0.017 + 0.025 + 0.093 + 0.076 + 0.008 + 0.008 = 0.339, \]

and \( a_2 = a_3 = a_4 = 0 \) since Table 3 is tridiagonal. The \( b_j \) are the corresponding quantities for the matrix \( E \). For the data in Table 3 we have \( b_1 = 0.374, b_2 = 0.241, b_3 = 0.045 \) and \( b_4 = 0.011 \). In the terminology in [22] \( a_1 \) is the proportion of observed disagreement between adjacent categories, whereas \( b_1 \) is the proportion of chance expected disagreement between adjacent categories. The quantity \( a_2 \) is then the proportion of observed disagreement between all categories that are two steps apart, \( a_3 \) the proportion of observed disagreement between all categories that are three steps apart, and so on.

In the following we are interested in the ratios

\[
\frac{a_j}{b_j} = \frac{\sum_{i=1}^{n-j} (p_{i,i+j} + p_{i,j})}{\sum_{i=1}^{n-j} (p_{i,i+j} + p_{i,j})}
\]

for \( j \in \{1, 2, \ldots, n-1\} \) of observed to chance expected disagreement for all categories that are \( j \) steps apart. Theorems 2 and 3 below show that the double inequality \( \kappa \leq \kappa_w(1) \leq \kappa_w(2) \) holds if for \( j \in \{1, 2, \ldots, n-1\} \) the ratio

\[
\frac{a_j}{b_j} \quad \text{is decreasing in } j.
\]

Furthermore, the inequality is strict if two of the \( a_j/b_j \) in (2) are distinct. The last four columns of Tables 1 and 2 contain the quantities \( a_1/b_1, a_2/b_2, a_3/b_3 \) and \( a_4/b_4 \) for each of the entries. It turns out that condition (2) holds for 18 of the 20 entries of Table 1 and for 14 of the 21 entries of Table 2. For example, for Table 3 we have

\[
\frac{0.339}{0.374} > \frac{0.011}{0.045} = \frac{0}{0.045} \quad \text{or} \quad \frac{0.906}{0} = 0 = 0.
\]

The following result is used in the proofs of Theorems 2 and 3 below.

**Theorem 1.** Let \( n \in \mathbb{N}_{\geq 2}, a_i \in \mathbb{R}_{\geq 0} \) and \( b_i, u_i, v_i \in \mathbb{R}_{\geq 0} \) for \( i \in \{1, 2, \ldots, n\} \). If

\[
\frac{a_i}{b_i} \leq \frac{a_{i+1}}{b_{i+1}} \quad \text{for } i \in \{1, 2, \ldots, n-1\}
\]

and

\[
\frac{u_i}{v_i} \geq \frac{u_{i+1}}{v_{i+1}} \quad \text{for } i \in \{1, 2, \ldots, n-1\}
\]

then

\[
\sum_{i=1}^{n} u_i a_i \geq \sum_{i=1}^{n} v_i a_i.
\]

(5)

Furthermore, inequality (5) is strict if two \( a_i/b_i \) are distinct.

**Proof.** We start with the first part of the assertion. From (3) it follows that \( a_i/b_i \geq a_{i+1}/b_{i+1} \) for \( i < j \). From (4) it follows that \( u_i/v_i \geq u_{i+1}/v_{i+1} \) for \( i < j \). Since \( u_i v_j - u_j v_i > 0 \) for \( i < j \), we have \( (u_i v_j - u_j v_i) a_i b_j \geq (u_i v_j - u_j v_i) a_j b_i \) for \( i < j \). Summing this inequality over all pairs \( i, j \in \{1, 2, \ldots, n\} \) with \( i < j \) we obtain
Since both terms of the products involving the $b_i$ on either side of inequality (7) are positive, the inequality is equivalent to (5).

Finally, note that if two $a_i/b_i$ are distinct, then (6) and hence (5) is strict. This completes the proof. □

In Theorem 1 we use the condition $b_i > 0$ for $i \in \{1, 2, \ldots, n\}$. In Theorems 2 and 3 this condition translates into the requirement that we have $p_i > 0$ and $q_i > 0$ for $i \in \{1, 2, \ldots, n\}$. In words, it is required that each category $i$ is used at least once by both raters.

The following theorem presents a conditional inequality between two weighted kappas of the family $\kappa_w(r)$.

**Theorem 2.** Let $s$, $t \in \mathbb{R}_{\geq 1}$ with $s < t$. We have $\kappa_w(s) \leq \kappa_w(t)$ if condition (2) holds. Furthermore, we have $\kappa_w(s) < \kappa_w(t)$ if two $a_j/b_j$ in (2) are distinct.

**Proof.** We have $\kappa_w(s) \leq \kappa_w(t)$ if and only if

$$\sum_{i=1}^{n} \sum_{j=1}^{n} (i - j)^s p_{ij} \geq \sum_{i=1}^{n} \sum_{j=1}^{n} (i - j)^s p_{ij} \sum_{i=1}^{n} (i - j)^s p_{ij}$$

(8)

$$\sum_{i=1}^{n} \sum_{j=1}^{n} |i - j|^t p_{ij} = \sum_{i=1}^{n-1} \sum_{j=1}^{n-j} (p_{i,i+j} + p_{i+j,i}) = \sum_{j=1}^{n-1} j^t a_j$$

and

$$\sum_{i=1}^{n} \sum_{j=1}^{n} |i - j|^t p_{ij} = \sum_{i=1}^{n-1} \sum_{j=1}^{n-j} (p_{i,j} + p_{i,j}) = \sum_{j=1}^{n-1} j^t b_j.$$

Hence, inequality (8) is equivalent to

$$\sum_{j=1}^{n-1} j^t a_j \sum_{j=1}^{n-1} j^t b_j \geq \sum_{j=1}^{n-1} j^t a_j \sum_{j=1}^{n-1} j^t b_j$$

(9)
If we set \( u_j = j^r \) and \( v_j = j^s \) for \( j \in \{1, 2, \ldots, n-1\} \) inequality (9) can be expressed as

\[
\sum_{j=1}^{n-1} u_j a_j \geq \sum_{j=1}^{n-1} v_j a_j.
\]

\[
\sum_{j=1}^{n-1} u_j b_j \sum_{j=1}^{n-1} v_j b_j
\]

Because \( s < t \), \( u_j / v_j = j^{t-r} \) is strictly decreasing in \( j \). The result then follows from Theorem 1.

The following theorem presents a conditional inequality between a weighted kappa of the family \( \kappa_w(r) \) and Cohen’s unweighted kappa.

**Theorem 3.** Let \( r \in \mathbb{R}_{\geq 1} \). We have \( \kappa \leq \kappa_w(r) \) if condition (2) holds. Furthermore, we have \( \kappa < \kappa_w(r) \) if two \( a_j/b_j \) in (2) are distinct.

**Proof.** Due to Theorem 2 it suffices to prove that under condition (2) we have \( \kappa \leq \kappa_w(1) \). We have \( \kappa \leq \kappa_w(1) \) if and only if

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} 1_{i \neq j} p_{ij} \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} |i-j| p_{ij} \geq \sum_{i=1}^{n} \sum_{j=1}^{n} 1_{i \neq j} p_{ij} \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} |i-j| p_{ij} \tag{10}
\]

The remainder of the proof is similar to the proof of Theorem 2. Using \( u_j = 1 \) and \( v_j = j \) for \( j \in \{1, 2, \ldots, n-1\} \) inequality (10) can be expressed as

\[
\sum_{j=1}^{n-1} u_j a_j \geq \sum_{j=1}^{n-1} v_j a_j.
\]

\[
\sum_{j=1}^{n-1} u_j b_j \sum_{j=1}^{n-1} v_j b_j
\]

Since \( u_j/v_j = 1/j \) is strictly decreasing in \( j \), the result follows from Theorem 1.

Although we frequently observe the double inequality \( \kappa < \kappa_w(1) < \kappa_w(2) \), the reversed inequality \( \kappa > \kappa_w(1) > \kappa_w(2) \) is sometimes also encountered in practice. An example is the \( 3 \times 3 \) agreement table in the first entry 1 of Table 1. It turns out that the double inequality \( \kappa \geq \kappa_w(1) \geq \kappa_w(2) \) holds if for \( j \in \{1, 2, \ldots, n-1\} \) the ratio

\[
\frac{a_j}{b_j}
\]

is increasing in \( j \). The inequality is strict if two of the \( a_j/b_j \) in (11) are distinct. The proof of Theorem 4 is similar to the proofs of Theorems 2 and 3.

**Theorem 4.** Let \( s, t \in \mathbb{R}_{\geq 1} \) with \( s < t \). We have \( \kappa \geq \kappa_w(s) \geq \kappa_w(t) \) if condition (11) holds. Furthermore, we have \( \kappa > \kappa_w(s) > \kappa_w(t) \) if two \( a_j/b_j \) in (11) are distinct.

4. **Discussion**

In this paper we studied inequalities between Cohen’s unweighted kappa \( \kappa \) [7] and Cohen’s weighted kappa \( \kappa_w \) [8], two standard tools for describing the degree of agreement between two observers on a categorical scale. Two popular variants of weighted kappa are the so-called linearly weighted kappa \( \kappa_w(1) \) and the quadratically weighted kappa \( \kappa_w(2) \). In practice, when \( \kappa, \kappa_w(1) \) and \( \kappa_w(2) \) are applied to the same agreement table, the double inequality \( \kappa < \kappa_w(1) < \kappa_w(2) \) is frequently observed. In [29] it is argued that weighted kappa tends to be higher because weighted kappa takes into account partial agreement between raters. In this paper we showed (Theorems 2 and 3) that
the double inequality between the three kappa coefficients is observed if the ratio of observed to chance expected disagreement between all categories that are \( j \) steps apart for \( j \in \{1, 2, \ldots, n - 1\} \) is decreasing in \( j \) (condition (2)). The reversed inequality \( \kappa > \kappa_w(1) > \kappa_w(2) \) is observed if this ratio is increasing in \( j \) (condition (11)). Condition (2) holds for 18 of the 20 entries of Table 1 and for 14 of the 21 entries of Table 2. Condition (11) holds only for the first entry in Table 1.

Various authors have presented target values for evaluating the \( \kappa \) value or values of kappa coefficients in general [6,9,12,18]. For example, a value of 0.80 generally indicates good or excellent agreement. There is general consensus in the literature that uncritical application of such magnitude coefficients in general [6,9,12,18]. For example, a value of 0.80 generally indicates good or excellent agreement. There is general consensus in the literature that uncritical application of such magnitude coefficients in general [6,9,12,18].

The coefficient \( \kappa_w(2) \) is the version of weighted kappa that is most commonly used in practice [13,19]. Several authors have noted that \( \kappa_w(2) \) exhibits certain peculiar properties. The \( \kappa_w(2) \) value tends to increase as the number of categories increases [4]. Furthermore, \( \kappa_w(2) \) may produce high values even when the level of observed agreement is low [13]. In summary, \( \kappa_w(2) \) tends to behave as a measure of association instead of an agreement coefficient [13]. In [41] it is demonstrated that the \( n \times n \) matrix of linear weights is nonnegative definite, whereas the \( n \times n \) matrix of quadratic weights is indefinite, and has \( n - 3 \) eigenvalues that are zero. The latter two properties are analytically unappealing. Moreover, for tables with an odd number of categories \( n \) it turns out that if one of the raters uses the same base rates for categories 1 and \( n \), categories 2 and \( n - 1 \), and so on, then the value of quadratically weighted kappa does not depend on the value of the center cell of the agreement table [40]. Since the center cell reflects the observed agreement of the two raters on the middle category, this result questions the applicability of \( \kappa_w(2) \) to agreement studies. If one wants to report a single index of agreement for an ordinal scale, it is recommended that the linearly weighted kappa instead of the quadratically weighted kappa is used.
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